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ABSTRACT limited, it is necessary to reduce as more as plasghe
number of input data and the complexity of the gper

An optimisation technique for electrical energymanagement strategy, that is a genetic algorithrithwh

consumption based on genetic algorithms is predentédias to optimise electrical energy consumptions tad

The proposed technique is able of ensuring a demsis can be hosted on a commercial microcontroller, ithite

energy waste reduction by means of a high flexjpdnd purpose of this paper.

efficiency in energy management.

This kind of system can be hosted on a quite simp GENETIC ALGORITHMSPRINCIPLES

electronic microcontroller whose performance, sashhe

number of operations per second or the memoigenetic algorithms represent wide range numerical

occupation have been studied in this paper. optimisation methods, that use the natural proses$e
evolution and genetic recombination.
1. INTRODUCTION They can be used in different application fieldwmriks to

their versatility.
The optimisation of electrical energy consumptiamn be GAs are very useful when the target is to find an
achieved using mixed hardware [1,2] and softwarapproximate global minimum in a high-dimension, tinul
techniques [3,4]. modal function domain, in a near-optimal manner.
In the most of situations, to program the systemergain They can easily handle discontinuous and non-
number of data must be collected for a long timkrtow  differentiable functions, on the contrary of the sho
in advance the exigencies of the final users tagettith  optimisation methods.
their energy consumption time table. The GAs encode each parameters of the problem that
These kind of systems are characterized by a greatist be optimised into a proper sequence (where the
limitation in adapting to any variations, that must alphabet used is generally binary) called a gemg, a
properly implemented in the software to be corgecticombine the different genes to constitute a chramas

managed. A proper group of chromosomes, called population,
This problem can be avoided using evolutionarytsgias experience a Darwinian processes of natural selgcti
such as the one offered by the genetic algori{bng$. mating and mutation, creating new generations,| unti

Genetic algorithms (GAs) offer the great advantage reaches the final optimal solution driven by a dEki
evolving their behaviour to match with the behaviofi fitness function.

the final users, using a mechanism that is veryl@ino The GA optimisers, therefore, operate accordingh®
the one used by nature. following nine points:

The input data can be represented, for examplehbéy 1) encoding the solution parameters as genes;
presence of people inside the room, the outsid® creation of chromosomes as strings of genes;
temperature, the inside temperature, the timed#te and 3) initialisation of a starting population;

other data that are useful to characterise theratksi4) evaluation and assignment of fitness valuebéo t
application and so on. individuals of the population;

The output data are represented by the desiredy¥eneb) reproduction by means of fitness-weighted selnaif
management strategies as a function of the inptd da individuals belonging to the population;

installations that act directly on the electriczddis and the 6) recombination to produce recombined members;
air conditioner. 7) mutation on the recombined members to produee th
Different genetic algorithm can be used to achidwe members of the next generation;

desired purpose, each characterised by peculituré=a 8) evaluation and assignment of fitness valueheo t

as the number of inputs and their relations witlpot individuals of the next generation;

data varies, a genetic algorithm is more indicatétth 9) convergence check.

respect to the other algorithm. In fact every otheFhe coding is a mapping from the parameter spatketo
management strategy would need a certain artificishromosome space and it transforms the set of pdeas)
intelligence, such as, for example, the one pravidg which is generally composed by real numbers, itriags
neural networks, whose complexity and the consdquecharacterized by a finite length. The parametezscaded
implementation duty grow with the number of inpuida into genes of the chromosome that allow the GAvtulve
output variables. independently of the parameters themselves andftrer
Since the computation resources of the electronaf the solution space.

controller that hosts the genetic system is unaldid
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Fig. 1 Encoding of the solution parameters as gehas
chromosome

Fitness evalutatio
Once created the chromosomes it is hecessary chio@se and reproduction
number of them which composes the initial poputatio A
This number strongly influences the efficiency biet
algorithm in finding the optimal solution: a higlumber
provides a better sampling of the solution spadeslmws
the convergence. A good compromise consists insithgo Crossing «
a number of chromosomes varying between 5 and :
times the number of bits in a chromosomes, evéntiie
most of situations, it is sufficient to use a paign of
40-100 chromosomes and that does not depend of Mitation
length of the chromosome itself. The initial popida i « i
can be chosen at random or it can be properly tias Micatior propability
according to specific features of the consideredblem.
Fitness function, or cost function, or object fuowt
provides a measure of the goodness of a give
chromosome and therefore the goodness of an indilid
within a population. Since the fithess functionsagh the New generation
paramet_ers themselves, it is necessary to dececmﬂrgs (N chromosomes
composing a given chromosome to calculate the sithe
function of a certain individual of the population.
The reproduction takes place utilising a propeect@n Figure 2: Operative scheme of GA iteration
strategy which uses the fitness function to ch@osertain
number of good candidates. The individuals aregassi 3- THE GENETIC CLASSIFIER SYSTEM
a space of a roulette wheel that is proportionathiey B . ) )
fitness: the higher the fitness, the larger is fpace A classifier system is a machine learning systeat th
assigned on the wheel and the higher is the prbtyats  '€arns syntactically simple string rules to guids i
be selected at every wheel tournament. The toumamderformance in an arbitrary environment. A classifi
process is repeated until a reproduced populatioN o Systemis composed by three sub systems:
individuals is formed. 1) rules and messages system
The recombination process selects at random twd apportionment of credit system
individuals of the reproduced population, calledepds, 3) genetic algorithm. 3 _
crossing them to generate two new individuals dalleThe rule and message system of a classifier systesn
children. The crossover is useful to rearrange gane SPecial kind of production system, that is a corapaonal
produce better combinations of them and therefopeem Scheme that uses rules as its only learning method.
fit individuals. The recombination process has shaw Although there is a wide variation in syntax betwee
be very important and it has been found that iughbe Production systems, the rules are generally ofdhe ‘if
applied with a probability varying between 0.6 @nél to  <condition> then <action>'. The meaning of a prathre
obtain the best resdults. rule is that the action may be taken when the dimmdis
The mutation is used to survey parts of the sausipace Satisfied. Even if this simple device for represent
that are not represented by the current populatioihe ~knowledge can seem to be too constraining, it fesb
mutation probability overcomes a fixed thresholsy ashown that production system are computationally
element in the string composing the chromosome f@mplete and also convenient, since a single rule o
chosen at random and it is changed from 1 to Oice v Small set of rules can represent a complex seiamfghts
versa, depending of its initial value. To obtainogo compactly. Classifier systems restrict a rule téixad-
results, it has been shown that mutations musirogith ~ 1€ngth representation. This restriction has twoelfien) all
a low probability varying between 0.01 and 0.1. strings under the permissible alphabet are syo&llyi
The converge check can use different criteria sacthe Meaningful and fixed string representation perrsitang
absence of further improvements, the reaching ef tipperators of the genetic kind, letting possible emegic

desired goal or the reaching of a fixed maximum ipeim @lgorithm search of permissible rules.
of generations. Classifier system wuse parallel activation whereas

traditional expert systems use serial rule actwati
During each matching cycle, a traditional expetam
activates a single rule. This rule-by-rule procedis a

Crossing
probability



bottleneck to increase productivity, and much oé thwith a certain number of input sensors and a aertai
difference between competing expert system ardhites number of output actuators, which manage the détectr
concerns the selection of the better single rutevatton loads and the other energy sources.

strategies for this or that type of problem. Clissi The input can be represented, for example, by the
systems overcome this bottleneck, allowing parallgdresence of people inside a room, the outside texhpe,
activation of rules during a given matching cydidanks the inside temperature, the time, the date andr athta

to this feature, classifier systems allow multipletivities that are useful to characterise the desired apjgicand

to be coordinated simultaneously. so on. The output data are represented by theedesir
When choices must be made between mutually exelusignergy management strategies as a function ofnifet i
environmental actions or when the size of the matchdata that act directly on the electrical and the ai
rule set must be pruned to accommodate the fixegthe conditioner installations.

message list, these choices are postponed to #ie la ! _
possible moment, and the arbitration is then pevéat it ol Pocu I
competitively. ‘

In traditional expert systems, the value or ratirigule Outside
relative to the other rules is fixed by the prognaen in — I‘ W peralilte
conjunction with the expert group of experts being intensity % \ f

emulated. In a rule learning system, the relatiakier of D < "

different rules is one of the key pieces of infotima that =D GENETIC &

must be learned. To facilitate this kind of leagjin CONTROLLER

'
-

classifier systems force classifier to coexist in a
information-based service economy. A competitiohdkl

between classifiers where the right to answer eglev
messages goes to the highest bidders, with theegubst

payment of bids serving as a source of income to
previously successful message senders. In thisavedain ¥
of rules is formed from the input of the system, L
represented by the detectors, to the output obyseem, Switch
represented by the actuators. The competitive @abfir
the economy ensures that good rules, that are tive m
profitable, survive and bad rules, that are unpabfe, die
off.

The apportionment of credit is very important in a
classifier system. It uses a sort of internal qwyethat is e —
exchanged and accumulated to provide a naturalefigti Fig.4 Scheme of the considered genetic system

merit. Using a _classmer’s bank balance as a $é$ne 5, entry level system concentrates only on the ges
function, classn‘lc-_:‘r may be re.pro.duc-ed, crossgd;i Afhformation, switching on and off the electricahtts as a
mutated, according to the criteria illustrated inet function of the occupation state of the controlledm

previous paragraphs. Thus, not only can the sylem . js the system is capable of learning the oatiop

by ranking extant rules, but it can also diSCOVeWN ga40 ang of switching in advance the electricatitoto let
possibly better rules as innovative combinationgbld 4 people find a comfortable setting from the
rules. environmental point of view. It is also capabldesrning
when the room has been definitely left, so that it
disconnects all the electrical loads. From thisnpaif
view the genetic system is capable of greatly reduthe
energy consumption, ensuring an optimal comforidis
ACTUATORS the controlled room.

’7 The payoff information is represented from theciéincy

board
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Fig.3 Scheme of a classifier system

in energy waste reduction: the higher this numiher t
more the relative controlling rule is enforced, tbhaver
this number the more the relative controlling ridads to
extinct.

The system must learn to predict when the room lvell
occupied basing on the previous occupancy stateoand
other parameters, that is to distinguish when is ha
momentarily left the controlled room from when ish
definitely left the same room. This kind of systdmas
already been studied [5], showing high potentditin
energy management.

4. THE DESIGNED GENETIC SYSTEM

The system is composed by an electronic microctietro
that controls one or more than one room. It is oedl



To extend the potentiality of this kind of systemis

possible to introduce a further development remese
by the capability of controlling the air conditiogi system
from the user’s comfort point of view, that is teitch the
air conditioner in advance or later with respeca twertain
fixed time, as a function of the user occupati@tesof the
room, of the desired inside temperature, of thesidat
temperature and of other environmental parametérs.

potentiality allows the system not only to leare floom
occupant behaviour, but also the room behavioun filee
thermal point of view.

where the time is coded in the same way of the tiated
in the condition message, that is 5 bits for tharho
information and 6 bits for the minute informatidhe load
identification is used to act correctly on the desidevice
(a bit, that allows to represent two values, i ihecessary
to operate on an electrical load and an air caouki
device) while the load condition is coded usingydhbit,
that is a 1 when the load is switched on and a émwthe
load is switched off.

Since the learning time of the net depends on the
variability of the input data, that is similar inppatterns

The considered input variables are the room océupat need a low number of rules to be properly recoghize

information, the time of the day, the day of theskethe
day of the month, the month, the inside temperatilne
outside temperature, and the outside light intgnail the

considered variables are thought to be essentidhén
determination of the occupation state of the roomtlie
most of the use of the considered building (honfiicey

school, university, factory, museum, hospital, )etc.

The range of these variables together with theiatyi

codification are shown in table 1.

while very different input patterns (owed, for exae to
great weather variability that produces a greatatdity

of the occupation state of the room) need a quigh h
number rules to be properly managed, it has been
introduced a parameter called “daily presence bt
(DPV) that represents the variation degree betviaen
subsequent days in term of room occupation. It ists)s

for all the 144 samples points used by the systanodr
example, in the calculation of the absolute valfighe

The choice of these variables does not need furthdifference between the desired outpy{ipPof the system

explications, with the exception of the room ocdiga

on the actual day and the desired outpgt; (@ of the

information, that is composed by 144 binary samplesystem on the previous day, both taken at the samgle

corresponding to one sample every ten minutes Her

previous 24 hours. This information is coded inbe t
environmental message string as a binary informatio

where a digit 1 means that the room is occupiedaafd
means that the room is unoccupied.

Considered | Variability | Variable type| Number

variable range of bits
Room 0+1 (*144) Binary 144
occupation
information
Time 0+24 + 0-59 Integer + 5+6
(hour+minute) Integer
Day of the 1+7 Integer 3
week
Day of the 1+31 Integer 5
month
Month 1+12 Integer 4
Inside 0++31 Integer 5
temperature
Outside -40++60 Integer 7
temperature
Outside ligh 10°%+10° M*10" 4+4
intensity (M integer, N

integer)

TABLE 1 Variables composing the message string and
relative codification.

It is now necessary to define the command geneiayed

the classifier to execute the switching on or dfftloe
electrical loads and the air conditioners. Sinaedystem
must learn to predict at what time it is necessfry
activate or deactivate the mentioned devices,
command has the following syntax:
command::=<time>:<load identification>:<load
condition>

ttime i:
|05 (i)-0,.(1)

DPV ==
144

From the given definition it is evident that if ansidered
day is characterized by a DPV equal to 1 it islipta
different from the previous day (the system musitcdw
on whereas in the previous day it had to switchawi
vice versa) while if a considered day is charazéstiby a
DPV equal to zero it is exactly equal to the presiday.
The DPV parameter is very useful in characterizing
variability of the input data that strongly influees the
learning time and the performance of the net.

The switching error, that is the error made by dhstem
in switching on when it have to switch off and vieersa
has already been studied [5] and it will not beesdpd
hereogor brevity, where only the results are shawfig.5.
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days for different values of DPV.



To study the system from the thermal switching poin It is obvious that the greater the variability bé&tpresence
view it is possible to define a proper temperater®r inside the room (greater values of the DPV variphled

that is used to check the efficiency of the syst@m the higher is the number of generated rules aetitk of
switching the air conditioner on exactly in timeléd find the learning process, which is characterized bwasdef

a temperature that differs bAT from the desired generation rate for little variations of DPV andlawer
temperature when the room occupants arrive. Fa thgeneration rate for large variations of DPV vargabl

reason it is possible to consider a temperaturer evith This means that the system has to perform anyway a
marginAT defined as the number of times (related to 100reater number of operations at the begin of taenlag
general events) that the temperature inside themrogprocess and a little number of operations at theadrthe
differs more thanAT with respect to the desired learning process.

temperature when the room occupants arrive. In the following figure the results obtained foetNSOS
The temperature error as a function of the number garameter are shown.

training days for different values AfT, considering DPV s
constant and equal to 0.7, has already been st{&liathd o7
it will not be repeated here for brevity, where yotte
results are shown in the following fig.6. It is pise to 12
see that when theAT parameter decreases (highe
toleration of temperature error), the number ofnire
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10 is possible to see that the system executesghehi
\ \ It ble t that th t tesgheh
o \ number of operations in the initial period, where th

0 m W s M0 s s I 315 30 Jegrning process is more intense and thereforehgber

Fio.6 Temperature errTg?lz\IgGaD?E;ction of the numdfer ©F 9enerated rules is greater. Since this numbeeases
9. P with the DPV parameter, to correctly choose the

training days for different values @fT, for a constant microcontroller which has to host the system it is

value of DPV equal 10 0.7. necessary to consider the worst situation that is
represented by the NSOS parameter in the initigs dd
the learning process for great values of DPV patamin

this way we are sure that the controller is capaifle
performing its duty calculations even in the preseof

In this paper we are interested in s_tudymg thebaylo the typical computation overloads that takes placthe
performances of the system, that is to define some. | period

operative parameters, that allow to choose coyrebt
microcontroller that host the genetic system frame t
operative point of view.

The performances of the proposed system have b
studied in a simulated-real contest, obtainingraxtng

5. OPERATIVE PARAMETERS TO DIMENSION
THE HOST CONTROLLER OF THE SYSTEM

The obtained number can be used to correctly chttase
calculation performance of the microncontroller.
eAnother important parameter to consider in the chaf
fitrocontroller is the internal memory. In fact thystem

generates a certain number of rules to characteriwk
and useful results.

. . learn the energy optimisation strategy, and thismber
Since the system has to perform a certain number \(/)f dy op 9y

operations. even if thev are quite simole due te t ries obviously with the DPV parameter: the greéte
stF: ct Ire c;f t\r/1e a: or'thym it 'gu:\ece;sgr touruiefia r\/alue and the greater is the number of generated, rihe

uctu gonthm, 1t | "y . more little this number and the more little is thember of
parameter that considers this factor, to avoidhobsing a

too slow microcontroller which is not capable Ofgenerated rules.
W mi . whi : P . For this reason it has been considered the nunflretes
performing in real time the requested operation

rovokina malfunctionina of the whole genetic svste ?NOR) as parameter to control the memory occupation
provoxing unctioning wh 9 IC SYSI€ 3nd the obtained results are shown in the folloviiggre
For this reason it has been considered the number

simple operations per second (NSOS) as parameter to
check this functionality.



1 07 such as the number of operations per second or the

memory occupation have been studied in this paptees.
proposed system is able of ensuring a consistegriggn
waste reduction by means of a high flexibility and
3 efficiency in energy management.
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